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Do new synapses form in the adult cortex to support experience-dependent plasticity? To address this question, we repeatedly
imaged individual pyramidal neurons in the mouse barrel cortex over periods of weeks. We found that, although dendritic structure
is stable, some spines appear and disappear. Spine lifetimes vary greatly: stable spines, about 50% of the population, persist for at
least a month, whereas the remainder are present for a few days or less. Serial-section electron microscopy of imaged dendritic
segments revealed retrospectively that spine sprouting and retraction are associated with synapse formation and elimination.
Experience-dependent plasticity of cortical receptive fields was accompanied by increased synapse turnover. Our measurements
suggest that sensory experience drives the formation and elimination of synapses and that these changes might underlie adaptive
remodelling of neural circuits.

The cellular and synaptic mechanisms underlying experience-
dependent plasticity in the adult neocortex are not understood1–7.
In the most widely studied cellular model of plasticity, namely use-
dependent potentiation and depression of synaptic transmission,
synaptic connectivity is assumed to be fixed8,9. Another view holds
that cortical plasticity results from a restructuring of neural cir-
cuits10; this is supported by studies documenting the growth of
axonal and dendritic processes6,11,12. A separate model suggests
changes in cortical connectivity at the level of individual synapses,
without large-scale rearrangements of neuronal processes13–15.
These models are probably not exclusive but might operate over
distinct timescales16.

Here we focus on dendritic spines as the substrate of plasticity.
Spines are tiny dendritic protrusions that receive the vast majority of
excitatory synapses17,18. In cultured preparations, spines grow in
response to bursts of synaptic stimulation19,20 and make synapses21.
In the adult brain, spines can appear in response to hormonal
changes22 and prolonged sensory overstimulation15; during
development, spines show experience-dependent structural plas-
ticity23. Furthermore, theoretical studies have suggested that the
formation and elimination of synapses through growth of spines
constitute a potential memory mechanism with enormous infor-
mation capacity14.

Here we report that spines appear and disappear frequently in the
adult cortex, whereas the growth or retraction of dendritic or axonal
processes was not observed. Spine sprouting is associated with
synapse formation, and spine retraction with synapse elimination.
The rate of synaptic turnover is increased in response to novel
sensory experience.

Imaging of dendritic spines in adult cortex
To determine whether synaptic connectivity in the adult cortex is
fixed, or whether the formation and elimination of synapses occur,
we developed a preparation for chronic high-resolution imaging of
neuronal structure in vivo. We used mice expressing enhanced green
fluorescent protein in a small subpopulation (,1%) of layer-5
pyramidal neurons24. Young adult mice (6–10 weeks of age) were
prepared for imaging by implanting a small imaging window

centred over the barrel cortex (see Methods) (Fig. 1a). Two-photon
laser-scanning microscopy23,25,26 revealed fluorescent dendritic
arbors, in a pattern of labelling that resembles a Golgi stain
(Fig. 1b–e). Characteristically for layer-5 neurons, these arbors
were in layers 1 and 2 (ref. 27). At higher magnifications, dendritic
spines (Fig. 1f), axons and presynaptic terminals (see section ‘New
spines form synapses’) could be imaged with high contrast. In a
typical long-term experiment the same dendritic regions were
imaged every day for 8 days and less frequently thereafter (Fig. 1f).

Dynamic spines in the adult cortex
Previous time-lapse imaging studies in the developing barrel cortex
demonstrated that spines show rapid motility, and grow and retract
over times of tens of minutes23. Relatively few changes were found
over these periods in the adult cortex (see Methods). However,
chronic time-lapse imaging revealed that spines were still dynamic,
but over much longer timescales (see Fig. 1f). About 20% of spines
disappeared between imaging sessions from one day to the next,
balanced by the formation of new spines. About 60% of spines
persisted for at least 8 days. We examined whether growth or
retraction also occurred at the level of dendritic branching. Of
125 dendritic branches imaged at high magnification over time-
scales as long as 1 month (range 8–32 days), we failed to observe any
branch additions or subtractions (Fig. 2). Similar conclusions hold
for axonal branches that were sometimes apparent in our images
(data not shown). Although we cannot rule out the possibility of
very slow (less than mm per day) growth of dendritic and axonal
branch tips, large-scale changes in the arrangement of neuronal
processes do not occur and changes in dendritic structure are
limited mainly to spines.

New spines form synapses
Does the growth and retraction of spines correspond to synapto-
genesis and synapse elimination? To address this question we
combined chronic in vivo imaging with ultrastructural analysis.
Two dendritic regions that had been previously imaged for eight
sequential days in vivo were identified in fixed tissue (Fig. 3A–D)
and reconstructed using serial-section electron microscopy (SSEM;
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Supplementary Information). The general appearance of these
reconstructed dendrites (Fig. 3E), characterized by a relatively
high proportion of shaft synapses and low spine densities, is
consistent with previous work on layer 1 (ref. 28). One region of
dendrite (length 29 mm) contained 22 synapses (18 asymmetric, 4
symmetric) (Fig. 3E) and two spines that had been observed to
appear between the last two imaging sessions (days 7 and 8) (boxed

regions in Fig. 3D and E). The second region (not shown; length
21 mm) contained 17 synapses (14 asymmetric and 3 symmetric)
and two spines that appeared between the last two imaging sessions.
In total, 18 spines were reconstructed, 4 of which were new spines
(less than 1 day old). Comparing SSEM reconstructions with the
in vivo images showed that two new spines contained clear synapses
(Fig. 3F and G). These spines contacted presynaptic boutons and

Figure 1 Chronic time-lapse imaging of dendritic spines in the barrel cortex in vivo.

a, Diagram of the barrel cortex and its topographic structure (boxed region, right). b, Low-

magnification dorsal view of the apical dendrites of three layer-5 pyramidal neurons. Scale

bar, 100 mm. c, Higher-magnification view of one apical tuft (yellow box in b). Scale bar,

50 mm. d, Neuron reconstructed from images of fixed sections obtained after collection of

the last vital image (same neuron as in c). e, Dorsal view of the reconstructed apical tuft,

depicting the positions of each dendritic branch relative to the barrel map. f, High-

resolution time-lapse images of a dendritic region (yellow box in c). Examples of transient,

semi-stable and stable spines are labelled with blue, red and yellow arrowheads,

respectively. Scale bar, 5 mm.

Figure 2 Dendritic branches are stable over weeks. a, Dorsal view of an apical tuft at imaging day 16; 26 branch tips are labelled for reference. b, Imaging day 32. c, Overlay (day 16,

red; day 32, green). Scale bar, 100 mm.
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were apposed to active zones containing clusters of synaptic vesicles
(Fig. 3H and I). Thus, new spines in the adult brain make synapses.

Two views of the relationship between spine turnover and
synapses are currently prominent. In the first, spines could grow

to make new synapses13,14. In the second, spines could emerge just
below an existing shaft synapse and drag this synapse along, in
which case spine growth would not be associated with a gain of
synapses17.

Three lines of evidence support the first model. First, in two
examples from two separate animals we observed spine growth
towards axonal varicosities (Fig. 4). In these examples the varicosities
were stable and were contacted, at the level of light microscopy, on
two occasions by different spines emerging from the same dendrite.
Second, if the formation of spines were to push synapses away from
the dendritic shaft, local movements and changes in the curvature of
axons would be observable. However, the trajectory of axons was
remarkably constant (Fig. 4, and data not shown).

The third line of evidence comes from comparing the number of
spines that retracted over 8 days of imaging with the number of shaft
synapses observed in the SSEM reconstructions. If retracting spines
did indeed pull their associated presynaptic bouton to establish
shaft synapses, we would expect the number of shaft synapses to be
greater than or equal to the number of retracted spines. We counted
17 excitatory shaft synapses in the two dendritic segments recon-
structed by SSEM. In contrast, in these same dendritic regions we
observed 28 spines that retracted over 8 days of imaging; the actual
number of retracted spines is likely to be considerably larger because
we cannot reliably resolve, and hence did not analyse, spines that
project above and below the dendrite. Thus, the number of retracted
spines is severalfold higher than the number of shaft synapses.
Furthermore, of the retracted spines only seven were within 0.5 mm
of a shaft synapse. We conclude that retracting spines do not
maintain synaptic contact. In addition, two spines that appeared
between the last two imaging sessions seemed to be in various
phases of synapse formation or elimination. One new spine clearly
contacted an axon, although it lacked presynaptic specialization,
and one spine did not show a clear indication of presynaptic contact
in the SSEM sections (data not shown). Thus, in vivo imaging in
combination with SSEM provides strong evidence for de novo
synaptogenesis and synapse elimination in the adult neocortex.

Spines are distributed into kinetic classes
Our time-lapse images indicate that stable and dynamic spines are
apparently intermixed along the dendrite (Figs 1f and 5a). Despite
spine turnover, spine density was stable (Fig. 5b). To quantify the

Figure 3 New spines establish synapses. A, In vivo image of a dendritic region on the

eighth and final imaging day. B, The same dendritic region immunolabelled for green

fluorescent protein in fixed tissue. Orange arrowheads identify the same dendrite in the

two panels. The yellow box indicates the dendritic region that was serially reconstructed

for electron microscopy. Scale bar, 50 mm. C, In vivo image (inverted), acquired on the

seventh imaging day (yellow box in A and B). D, Same dendritic region as in C on the

eighth imaging day, immediately before perfusion. Two new spines appeared after the

seventh imaging day (boxes). Scale bar, 10 mm. E, Three-dimensional reconstruction of

the dendritic region from serial-section electron micrographs. The red regions indicate

symmetric (presumably inhibitory) synapses; the green regions asymmetric (presumably

excitatory) synapses. The boxes delineate the same two new spines as in D. Fa, Ga, New

spines identified by the upper-right and lower-left boxes in E, respectively. Green regions

identify asymmetric synapses. Fb–d, Gb–d, Electron micrographs showing synapses

established by these new spines. Scale bar, 0.5 mm. H, I, Enlargement of boxed regions of

Fc and Gb, respectively, showing synaptic clefts and vesicle clusters. Scale bar,

0.125 mm.

Figure 4 In vivo imaging of putative synapse formation and elimination. a, Low-

magnification image. Scale bar, 100 mm. b, Higher-magnification view (yellow box in a).

Scale bar, 10 mm. c, Further magnified view (yellow box in b). An axon (day 4, white

arrows) with varicosities (day 4, red and yellow arrowheads) is coursing across the

dendrite. One varicosity (day 4, red arrowhead) seems to be contacted by a dendritic spine

on two separate occasions (days 5 and 8). The transition of the arrowhead from red to

green indicates the close apposition of the axon and two different dendritic spines,

suggesting synapse formation. Scale bar, 5 mm.
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kinetics of spine turnover we measured the lifetime of each spine as
the number of sequential days over which a spine was present
during an 8-day period (1224 spines, n ¼ 7 cells, one cell per
animal). The distribution of spine lifetimes revealed at least three
kinetic components (Fig. 5c): transient spines appeared in only one
image (lifetime # 1 day); semi-stable spines persisted with a mean
lifetime of 2–3 days (Fig. 5c; exponential fit to the central portion of
the lifetime distribution); and stable spines survived the entire
imaging period (lifetime $ 8 days). On any given day, transient
spines make up ,17% of the spine population, semi-stable spines
,23% and stable spines 60%.

We examined whether stable spines are permanent or whether
they, too, turn over with time. In three animals we imaged spines for
eight sequential days and identified stable spines. We then imaged
these same spines 20–24 days later (,30 days after the first imaging
day). Of 157 spines that were present throughout the first eight
imaging days, 132 were still present on day 30 (cf. Figure 5d, yellow
arrowheads). A substantial fraction (,15%) of stable spines had
therefore disappeared (cf. Figure 5d, orange arrowhead). An analy-
sis of spine structure revealed that large spines (as judged by
volume29) were more likely to be stable than transient spines
(Supplementary Information). Large mushroom-shaped spines30

were almost always stable for the entire duration of the experiment
(for example, yellow arrowheads in Figs 1f and 5a, d).

Sensory experience modulates spine turnover
Are the addition and subtraction of spines influenced by sensory
experience? To explore this question we altered sensory experience
by trimming every other whisker on the mystacial pad, such that
each trimmed whisker was surrounded by intact whiskers (Fig. 6a).
This ‘chessboard’ deprivation produces an imbalance in the acti-
vation of neighbouring cortical columns, similar to the monocular
deprivation used in the visual system31, and induces a rapid and
robust remodelling of whisker representation32,33.

We tested whether the dynamics of spines is influenced by
chessboard deprivation. In each mouse, whiskers were left intact
for the first 4 days of imaging. Whiskers on the contralateral
mystacial pad were then trimmed, and imaging continued for a
further 4 days (Fig. 6a). A comparison of spine lifetime in the barrel
cortex before and after deprivation revealed considerable experi-
ence-dependent effects (579 spines, n ¼ 4 cells). Chessboard depri-
vation increased the pool of transient spines, present for only a
single day or less, with a concomitant decrease in the pool of stable
spines (Fig. 6b). This change was specific to deprived cortical areas,
because no change in spine lifetimes was observed in cells outside
the barrel cortex (645 spines, n ¼ 3 cells; Fig. 6c). Sensory depri-
vation did not modulate spine density regardless of whether a cell
was in the barrel cortex (Fig. 6d). The lifetime of spines is therefore
experientially modulated and homeostatic mechanisms keep spine

Figure 5 Spines appear and disappear with broadly distributed lifetimes, without

changing spine density. a, Images of a dendritic segment acquired over eight sequential

days. Examples of transient, semi-stable and stable spines (with lifetimes of # 1 day,

2–7 days, and $8 days, respectively) are indicated with blue, red and yellow arrowheads,

respectively. Scale bar, 5 mm. b, Spine density (spines per mm of dendritic length) is

plotted for seven neurons (grey lines) for each imaging day; the average spine density is

indicated by a black line. c, Distribution of spine lifetimes. Lifetimes are defined as the

number of sequential days (from a total of eight) over which a spine existed. Individual

neurons (grey diamonds) and the average (black squares) are shown. The fraction of

spines with lifetimes of 2–7 days is fitted with a single time constant (thick black line). The

fractions of spines with lifetimes of less than 1 day (transient spines) and greater

than 8 days (stable spines) are significantly greater than predicted from the exponential

fit, and therefore constitute distinct kinetic populations. d, Example of a stable spine

that ultimately disappears. Two large mushroom spines, indicated by the yellow

arrowheads, have lifetimes of $32 days, whereas a third spine, indicated by the orange

arrowhead, persists for $8 days but disappears by day 32. Scale bar, 5 mm.
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and synaptic densities constant.
To examine the time course of the onset of synaptic rearrange-

ment in these cells, we measured the fraction of spines gained and
lost from one day to the next (turnover ratio) throughout the
control and experimental conditions (Fig. 6e). The turnover ratio
was stable over the first four imaging days in which whiskers were
intact. Chessboard deprivation for 24 h failed to induce a significant
change in the fraction of spines gained or lost relative to the control
period. However, 2–4 days after the onset of chessboard depri-
vation, significant increases occurred in spine turnover relative to
both the control period and to the first 24 h after deprivation
(P , 0.05 for each comparison; two-tailed t-test corrected for
multiple comparisons). Consistent with input-specific plasticity
was the observation that spine turnover was stable in cells lying
outside the deprived barrel cortex (Fig. 6e).

Plasticity of receptive fields
To examine how synaptic circuits are modified in response to
chessboard deprivation that induces changes in spine turnover
(Fig. 6), we used membrane potential measurements34–36 (Supple-
mentary Information). Intracellular recordings were made from
pyramidal neurons (four control mice and nine mice that had

experienced 3–4 days of chessboard deprivation). To determine the
neuron’s position in the barrel map and therefore its principal
whisker, recorded neurons were subsequently identified in cyto-
chrome-oxidase-stained sections and assigned to a barrel column34.
The amplitudes of postsynaptic potentials evoked by deflections of
individual whiskers were used to characterize receptive field organ-
ization (Fig. 7a). In control animals, the structure of receptive fields
resembled those of receptive fields previously measured in rats
(Fig. 7b)34–36. Neurons responded most strongly to the principal
whisker and more weakly to stimulation of first-order and second-
order surround whiskers. In chessboard-deprived animals, neurons
in barrels with their principal whisker trimmed had a significantly
enhanced surround receptive field, corresponding to spared whis-
kers (Wilcoxon signed-rank test, P , 0.05). These measurements
show that experience-dependent reorganization of synaptic circuits
underlies receptive field plasticity. This is consistent with a role for
synapse formation and elimination as the cellular mechanism
underlying experience-dependent plasticity.

Discussion
A central question in neuroscience is how and to what extent
neurons and their synapses change to support experience-depen-
dent functional changes in the adult neocortex. To address this
issue we used two-photon laser-scanning microscopy for chronic
imaging of layer-5 pyramidal cell axons, dendrites and their spines
in the barrel cortex in vivo (Fig. 1). We find that spines appear and
disappear over periods of days to weeks, even though their average
density remains constant (Fig. 5). In contrast, the large-scale
branching pattern of dendrites and axons was stable (Fig. 2). To
determine whether the sprouting and retraction of spines contrib-
ute to the rearrangement of cortical synaptic circuits, we directly
correlated time-lapse images of dendritic spines in vivo with SSEM
reconstructions of the same structures (Fig. 3). These measurements
demonstrate that spine sprouting is associated with synapse for-
mation, and spine retraction with synapse elimination. Synapto-
genesis is therefore not limited to development but also occurs at

Figure 6 Altering sensory experience increases spine turnover rates. a, Experimental

protocol (see text). Black barrels are deprived. b, Distribution of spine lifetimes (over four

imaging days) for control (open circles) and chessboard-deprived (solid circles) conditions

for cells within the barrel cortex. Asterisks indicate significantly different populations.

Deprivation reduces the fraction of spines with longer lifetimes and increases the number

of transient spines. c, Spine lifetimes for neurons outside the barrel cortex. Deprivation

does not change spine lifetimes. Symbols as in b. d, Spine density for cells lying within

(solid squares) or outside (open squares) the barrel cortex. Spine density does not change

in response to deprivation. e, Turnover ratio (the fraction of spines that turn over between

successive imaging sessions) as a function of time. Chessboard deprivation occurred

immediately after imaging day 4. Turnover ratio increased after deprivation within (solid

squares) but not outside (open squares) the barrel cortex. Error bars in b–e show s.e.m.

Figure 7 Experience-dependent receptive field plasticity. a, Examples of postsynaptic

potentials (grey lines) and averages (thick black lines) evoked by stimulation of principal

whisker (PW) and first-order surround whisker (1SW). b, Normalized evoked postsynaptic

potential (PSP) amplitudes (means ^ s.e.m.) for PW and surround whiskers (1SW, 2SW,

first-order and second-order surround whiskers, respectively) for cells in control (black

line), spared (grey line) and deprived (dotted line) barrels.
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high rates in the adult brain. Reports of stable synaptic densities in
the adult neocortex should not be viewed as the absence of
synaptogenesis but rather as balanced rates of synapse formation
and elimination37,38.

We find that synaptic lifetimes are distributed broadly (Fig. 5).
About 80% of synapses were detectable for a day or longer; about
60% belonged to the stable pool imaged for at least 8 days. Even this
stable pool was found to turn over, with only ,50% of spines
surviving for 30 days or longer. Assuming stochastic behaviour, we
estimate that the mean lifetime of the stable pool would be on the
order of 120 days. However, even longer imaging experiments might
reveal that a subpopulation of synapses persists for the entire
lifetime of the animal. Furthermore, our data indicate that synaptic
stability is correlated with spine structure: larger spines tended to be
more stable, and large mushroom spines were particularly so
(Supplementary Information). Future experiments combining
in vivo imaging with SSEM might reveal the ultrastructural deter-
minants of synapse stability.

Our data are consistent with a model in which adaptive change in
the adult neocortex occurs through changes in connectivity patterns
through the sprouting and retraction of dendritic spines, without
large-scale rearrangements of neuronal processes. Similar changes
have been observed previously in developing brain slices19–21 and in
the developing barrel cortex23, as well as in response to long-term
overstimulation of whiskers in the adult cortex15. New synapses
could strengthen previously existing connections or connect pre-
viously unconnected neurons.

To determine whether synapse addition and subtraction might be
involved in experience-dependent plasticity, we correlated receptive
field changes with chronic imaging of dendritic spines. We find that
after 2–4 days of sensory deprivation the turnover of spines
increases markedly (Fig. 6), coincident with rearrangements of
receptive field structure as probed by maps of excitatory synaptic
potentials (Fig. 7). Taken together, our data suggest that changes in
synaptic connectivity might underlie experience-dependent re-
wiring of the adult brain.

What is the role of transient synapses in experience-dependent
rearrangements of cortical circuits? Our data are consistent with the
following model. Spines sample (perhaps randomly) presynaptic
partners from the set of available presynaptic partners (potential
synapses)14. Appropriate synapses might then be stabilized in an
activity-dependent manner, and other synapses are eliminated. In
this model the transient increase in synapse turnover after the onset
of deprivation is the consequence of destabilization of previously
stable synapses.

Our results have relevance to understanding the mechanisms
underlying the closure of critical periods. Critical periods, first
characterized in the primary visual cortex39, are temporal windows
in postnatal development when experience profoundly influences
the final organization of neural connections. Although we report a
high rate of synaptogenesis and synapse elimination in the adult
cortex that is regulated by experience, all of these synaptic changes
are local, without growth or elimination of axons or dendritic
branches, using a fixed complement of potential synapses. This is
in profound contrast to critical period plasticity, which has been
documented to be associated with changes at the level of axonal40

and dendritic branching (M. Maravall & K.S., unpublished obser-
vations). The cessation of such process growth might bring critical
periods to a close. This would ensure that plasticity induced in the
adult cortex would be reversible, because the original presynaptic
partners remain in place, as do the major dendritic branches. In
contrast, plasticity induced and maintained throughout the dur-
ation of a critical period would be irreversible in the adult because
axonal and dendritic branch growth and retraction would funda-
mentally restructure the circuit. A

Methods
Surgery
Male c57/Bl6 transgenic mice (postnatnal day (PND) 34–74) expressing enhanced green
fluorescent protein in a subset of cortical-layer-5 pyramidal neurons (transgenic line M;
ref. 24) were used for this study. Mice were deeply anaesthetized with an intraperitoneal
injection of ketamine (0.13 mg per g body weight) and xylazine (0.01 mg g21).
Dexamethasone (0.02 ml at 4 mg ml21) was administered subcutaneously. A 5 £ 5 mm2

region of the skull was removed, exposing the dura. An optical chamber was then
constructed by covering the intact dura with agarose (Sigma, catalogue no. A9793) and a
custom-made cover glass (no. 1), sealed with dental acrylic. A small titanium bar with
tapped screw holes was embedded into the acrylic to stabilize the animal for subsequent
imaging sessions. Animals were returned to their cages after surgery and allowed 7–10 days
to recover before daily imaging began.

Imaging
In vivo images of neurons expressing green fluorescent protein were acquired as
described23 by using a 40 £ 0.8 numerical aperture objective lens (Zeiss) and custom
image-acquisition software (MatLab). For chronic experiments, animals were lightly
anaesthetized with ketamine/xylazine at half the surgical dose (see above). At this level,
anaesthesia typically wore off within 30 min, at which time animals were again returned to
their cage. In acute experiments, performed in anaesthetized animals over durations of
hours, we saw few changes (Supplementary Information). The apical dendrites of single
layer-5 pyramids (three to eight fields, 45 £ 45 mm2) were imaged daily over periods of
8–10 days and less frequently thereafter. Care was taken with each imaging session to
achieve similar fluorescence levels. Imaged dendrites were within 100 mm of the pia and
were therefore in layer 1. Standard histological techniques were used to determine whether
individual neurons were in the barrel cortex34.

Image analysis was done blind with regard to experimental condition. For every image
stack a single montage image was created, composed of the best focal plane for each spine.
The montage images were then aligned by using fiducial marks that were stable across all
imaging days. The presence or absence of each spine was recorded each day and spine
positions along the dendrites were measured. Turnover ratios were calculated as
(N gained þ N lost)/(2N total), where Ngained is the number of new spines, N lost is the number
of lost spines, and N total is the total number of spines. Turnover ratios were
indistinguishable in animals in which experiments were initiated at PND 34 or 74,
indicating that, in terms of spine dynamics, our measurements report the adult state.

To determine whether spine densities (Figs 5b and 6d) changed over time, linear
regression lines were fitted to the density plots for each cell. The significance of the
difference between means of daily turnover rates (Fig. 6e) was determined with a Student’s
two-tailed t-test. To correct for multiple comparisons the reported P value was calculated
as 1 2 (1 2 P)n, where n is the number of comparisons. To determine whether spine
lifetimes were significantly different before and after chessboard deprivation, we calculated
the predicted standard deviation in spine lifetimes from the binomial distribution as
p

[nP(1 2 P)]. Significance was set at P ¼ 0.05.
The axial resolution of optical microscopy is relatively poor41. We have therefore not

analysed spines that projected mainly along the optical axis. Spines vary greatly in
volume42 and therefore fluorescence intensity (,50-fold; Supplementary Information),
the smallest spines being close to the detection limit. However, we are confident that we
reliably detected even the smallest protrusions in our in vivo imaging. First, the spine
density in our in vivo images (Fig. 6d) is not different from measurements in fixed tissue
from the same animals (0.48 ^ 0.16 mm21). Second, even the smallest structures
reconstructed in SSEM were also detected in our in vivo images (Fig. 3F and G). The
converse was also true: spines that disappeared in time-lapse imaging were confirmed as
absent in three-dimensional SSEM reconstructions (n ¼ 6 spines). It is therefore unlikely
that an apparent loss of spines corresponds to changes in the imaging conditions or to
local torsions of the dendritic shaft.

To check for possible effects of the cranial window on the health of cortical circuits we
conducted several control experiments. We performed measurements of membrane
potential directly below the window, in animals that had had windows implanted 2 weeks
before recording, and compared these measurements with those from age-matched
controls (see below). As a measure of the health of cortical circuitry we recorded
spontaneous synaptic activity and characterized the amplitudes of spontaneous
fluctuations in membrane potential23,34. We found that the amplitudes of membrane
fluctuations (characterized as the s.d.) were identical in implanted animals (4.6 ^ 2.6 mV;
n ¼ 9) and controls (5.0 ^ 1.7 mV; n ¼ 9), suggesting that our implants did not perturb
the underlying cortical circuits. Consistently, densities of spines measured in fixed brains
were not different from densities immediately below the imaging window and spine
densities did not vary with experimental duration (Figs 5b and 6d). Finally, SSEM analysis
of layer 1 did not show evidence for the proliferation of glial cells or other indications of
tissue damage (Supplementary Information).

Electron microscopy and electrophysiology
To study the ultrastructure of the imaged dendrites, a pre-embedding immunolabelling
protocol was used43. Identified cells were drawn with Neurolucida software
(Microbrightfield) and the relevant dendrites were serially sectioned and photographed
under the electron microscope for three-dimensional reconstructions (Supplementary
Information). Measurements of subthreshold receptive fields were performed on wild-
type c57/bl6 5-week-old male mice (n ¼ 13) essentially as described34 (Supplementary
Information).
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