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We studied a fundamental assumption in signal
detection theory that is applied to motion
discrimination. Using random-dot motion stimuli of
100% coherence, it is natural to represent the two
directions as two normal distributions. Then a same–
different task and a forced-choice task should give rise to
consistent d0 estimates, because both tasks share the
same underlying signal detection theory model. To verify
this prediction, we used 48, 88, and 128 as the angular
difference in motion discrimination. In a between-
subjects design, we found the predicted result only with
the 48 angular difference. With 88 and 128, the estimated
same–different d0 was 32% greater than the two-
alternative forced-choice d0. In a subsequent within-
subject design with counterbalancing, the first half of the
data confirmed this finding. Interestingly, there was now
within-subject consistency. Namely, the second task’s d0

was comparable to the first task’s, as if the first task’s
discrimination was carried over to the second task. This
carryover effect diminished when the time gap between
the two tasks was lengthened.

Introduction

The standard model of signal detection theory (SDT)
is commonly assumed to be applicable to psychophys-
ics in general. In this model, two Gaussian distributions
with equal variance represent two categories of
experimental stimuli, which are usually referred to as
noise and signal. A participant’s discriminating perfor-
mance of these two categories is characterized by the
distance between the two distributions divided by their

shared standard deviation. This quantity is defined as
the discrimination sensitivity d0.

The standard model is commonly assumed because,
in the literature, d0 is typically calculated without
verifying the underlying assumptions. When the as-
sumptions are verified, oftentimes only the equal-
variance assumption is verified. In this study, we
present a case in which the equal-variance assumption
appears to hold but other aspects of the assumptions in
the standard model appear to be violated.

The case we consider is motion-direction discrimi-
nation, when random dots with 100% coherence are
used. That is, in a motion stimulus made up of random
dots, all dots move in a single direction with a constant
speed and are visible inside an aperture during the
entire stimulus presentation. Using the language of the
standard model, the two distributions correspond to
the two motion directions. The associated variance
along each direction is primarily due to intrinsic
uncertainty and internal noise in the visual system
(Pelli, 1985), because the external noise is small due to
the 100% coherence. Therefore, when the two motion
directions are symmetric about a cardinal direction or
6458 axis, it should be expected that the two variances
associated with the two directions are equal.

If the equal-variance assumption is expected to hold,
how might one verify the validity of the standard model
of SDT? In this study, we rely on a mathematical
property that is derived by Macmillan and Creelman
(2005) from the standard model. This property ensures
that the d0 estimates from different experimental
methods are self-consistent. This property is not
restricted to motion discrimination, but applies gener-
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ally to all psychophysical stimuli. According to
Macmillan and Creelman, the standard model has
provided natural paradigms to study the detection of
weak signals. Whether or not it applies to stronger
signals remains an empirical question. In the current
study, we tested the standard model across a range of
signal strengths.

The same–different task and estimation of d0

With the standard model as the starting point, one
can derive a number of experimental tasks for
participants to do in order to estimate the underlying
d0. The two tasks we chose in this study were two-
temporal-alternative forced-choice (2AFC) and tem-
poral same–different. In the 2AFC task, two samples
are randomly drawn without replacement from the two
directions. In the same–different task, two samples are
randomly drawn with replacement from the two
directions. Figure 1 shows an example trial in a 2AFC
task.

The 2AFC task is psychophysicist friendly, because
it is straightforward to calculate the underlying d0. Let
S1 and S2 denote the two motion stimuli from the two
directions in a 2AFC task. Then the stimulus sequence
in a trial will be either ,S1S2. or ,S2S1.. According
to the standard model, d0 ¼ [Z(proportion correct
responsesj,S1S2.) þ Z(proportion correct re-
sponsesj,S2S1.)]/

ffiffiffi
2
p

. However, this 2AFC task is not
participant friendly, which can be illustrated in the
following example. Let us assume that the two motion
directions are either 438 and 478 or 1338 and 1378 (08 is
upward). In the first case, the response ‘‘more

clockwise’’ corresponds to a rightward change of
motion direction. However, when the two directions
are 1338 and 1378, the response ‘‘more clockwise’’
corresponds to a leftward change of motion direction.
As a result, the response ‘‘more clockwise’’ is not
intuitive.

In comparison, the same–different task is participant
friendly, because the responses ‘‘same’’ and ‘‘different’’
are intuitive regardless of the stimulus directions.
Hence, the same–different task is often used in the
literature, particularly when multiple bisecting direc-
tions are involved. For example, Ball and Sekuler
(1982, 1987) used the same–different task on motion
perceptual learning, which is the first study on
perceptual learning of motion discrimination.

The compromise of the participant-friendly design of
the same–different task is that a nontrivial calculation
is needed to recover the underlying d0. Macmillan and
Creelman (2005) worked out how to calculate this d0 by
assuming no bias in the same–different task. They
offered two insights. The first is that the four possible
stimulus combinations ,S1S1., ,S2S2., ,S1S2.,
and ,S2S1. correspond to four distributions with
centers at (0, 0), (d0, d0), (0, d0), and (d0, 0), respectively.
These centers are located in the two-dimensional space
spanned by two orthogonal axes that represent the two
intervals (Figure 2). The optimal, unbiased decision
criterion consists of two lines x¼ d0/2 and y¼ d0/2 that
divide the two-dimensional space into four quadrants.
Because of zero bias, the overall proportion correct p(c)
is equal to the proportion correct with any of the four
stimulus combinations. For example, p(c) is equal to
the proportion correct in responding ‘‘different’’ when
the stimuli are ,S1S2.. This proportion correct is

Figure 1. Illustration of one trial in the 2AFC task. In each of the two stimuli, all dots move along a single direction (represented by the

solid arrow). The dashed line indicates the bisecting direction. Participants decide whether the first or second direction is more

clockwise. In the corresponding same–different task, two samples are randomly drawn with replacement from the two directions.

Participants decide whether the two stimulus directions are the same or different.
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equal, when the stimuli are ,S1S2., to the probability

volume in the top left quadrant plus the probability

volume in the bottom right quadrant. The probability

volume in the upper-left quadrant is

Z d 0

2
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NðxÞ dx
 ! Z þ‘

d 0

2

Nðy� d0Þ dy
 !

¼
Z d 0

2

�‘
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 ! Z d 0

2

�‘
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 !

¼ U
d0

2

� �� �2

;

ð1Þ

where N() is the normal distribution. The probability

volume of the bottom right quadrant is [U(�d0/2)]2. The
proportion correct is therefore

pðcÞ ¼ U
d0

2

� �� �2

þ U � d0

2

� �� �2

: ð2Þ

Given the symmetry U(�d0/2)¼ 1 � U(d0/2), the

recovered d0 is therefore

d0 ¼ 2z
1

2

�
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pðcÞ � 1

p �� �
; ð3Þ

i.e., equation 9.3 of Macmillan and Creelman (2005),

where p(c) � 0.5. Note that the p(c) here is the unbiased

proportion correct. In order to obtain this, the next
insight fromMacmillan and Creelman (2005) is needed.

Let us first define the hit rate H ¼ P(‘‘differ-
ent’’j,S1S2. or ,S2S1.) and the false-alarm rate F¼
P(‘‘different’’j,S1S1. or ,S2S2.). When there is no
bias, H ¼ P(‘‘same’’j,S1S1. or ,S2S2.)¼ 1 �
P(‘‘different’’j,S1S1. or ,S2S2.)¼ 1� F. Therefore,
Z(H)¼ Z(1 � F)¼�Z(F). The unbiased proportion
correct p(c) is

pðcÞ ¼ U
�
ZðHÞ

�
¼ U

ZðHÞ � ZðFÞ
2

� �
: ð4Þ

Having established that the proportion correct p(c) is
a function of Z(H)� Z(F) in a same–different task for
an unbiased observer, we can now introduce Macmillan
and Creelman’s second insight. They observed that the
same–different receiver operating characteristic (ROC)
is approximately a straight line with a 458 slope in the
Gaussian space, Z(H)¼ Z(F)þ constant. Hence, Z(H)
� Z(F) remains approximately constant regardless of
the decision criterion. Therefore, even if an observer is
biased, Z(H)�Z(F) remains approximately the same as
when there is no bias. The unbiased proportion correct
p(c) can be calculated from Equation 4 by directly
plugging in Z(H) and Z(F) from the data. Conse-
quently, d0 can then be recovered from Equation 3.

Although a participant does not have to be bias free
in order for this calculation to be valid, the participant
has to use the same criterion when responding
‘‘different’’ no matter if the stimulus sequence is
,S1S2. or ,S2S1.. That is to say, the calculation
assumes that P(‘‘different’’j,S1S2.) ¼ P(‘‘differ-
ent’’j,S2S1.). This is an assumption that can be
verified empirically.

What can also be empirically verified is the following
inequality. Macmillan and Creelman (2005) showed
that the same–different proportion correct p(c)SD and
the bias-free yes–no proportion correct p(c)yes-no obey
the equation

pðcÞSD ¼ pðcÞ2yes-no þ 1� pðcÞyes-no

h i2

: ð5Þ

Equation 5 can be obtained as follows. In a yes–no
task, the bias-free criterion is located at d0/2. Hence, the
bias-free p(c)yes-no ¼H ¼ U(d0/2) (Equation 4); from
Equation 2 we then obtain Equation 5. Starting from
Equation 5, we have p(c)SD� 1/2¼ 2(p(c)yes-no� 1/2)2.
Let us assume that p(c)yes-no � 1/2, then 0 � 2(p(c)yes-no
� 1/2) � 1. Therefore, p(c)SD � 1/2 � p(c)yes-no � 1/2.
Hence, p(c)SD � p(c)yes-no. Given that p(c)yes-no¼ U(d0/

2) (Equation 4) and p(c)2AFC ¼ U(d0/
ffiffiffi
2
p

), we have

p(c)SD � p(c)yes-no , p(c)2AFC. That is, the same–
different task is always more difficult than the
corresponding 2AFC task.

Now that the d0 can be recovered from the 2AFC
and same–different tasks separately, we can verify the

Figure 2. Schematic illustration of the decision space in the

same–different task, with the two distributions d0 apart. The

optimal (and unbiased) decision rule consists of two lines: x ¼
d0/2 and y¼ d0/2. These two lines divide the stimulus space into

four quadrants. The proportion correct is equal to the hit rate

(responding ‘‘different’’) when the stimulus sequence is

,S1S2. or ,S2S1.. The sequence ,S1S2. corresponds to

the probability distribution that is centered at (0, d0), and the

unbiased hit rate is the volume under this distribution in the

upper left and lower right quadrants (the shaded area).

Adapted from Macmillan, N. A., & Creelman, C. D. (2005).

Detection theory: A user’s guide (2nd ed.). New York: Lawrence

Erlbaum Associates.
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consistency between the two d0 values thus computed.
We used 2AFC and same–different tasks because these
are common tasks in motion discrimination and
motion perceptual learning in the literature. We
compared these two tasks with both between-subjects
and within-subject designs. We also used angular
differences of 48, 88, and 128 in order to parametrically
manipulate the signal strength.

Recall that, in recovering the same–different d0,
Macmillan and Creelman (2005) assumed the optimal
decision rule. They also introduced a suboptimal rule,
the differencing rule. In the case of motion discrimi-
nation, differencing takes the directional difference
between the first and second stimulus. If the magnitude
of this difference is below a certain threshold, a ‘‘same’’
response will be chosen; otherwise, ‘‘different’’ will be
chosen. Geometrically, this policy is to carve out the
space in Figure 2 by two lines: y� x¼6threshold. The
region between these two lines corresponds to the
stimuli with the ‘‘same’’ responses. The regions outside
correspond to the ‘‘different’’ responses.

Other suboptimal rules were subsequently intro-
duced and examined by Petrov (2009). Petrov’s
significant contribution was working out, for each of
the eight suboptimal decision rules, the equalities or
inequalities for the proportions of responding ‘‘differ-
ent’’ between the stimulus sequences ,S1S1. and
,S2S2. and between ,S1S2. and ,S2S1..

It is important to note that in inferring the
underlying d0 in the same–different task from the same
behavioral data, the recovered d0 from the optimal
decision rule is always smaller than a d0 recovered from
a suboptimal model. This is because, in order for a
suboptimal rule to produce the same level of behavioral
performance as the optimal rule does, the correspond-
ing d0 necessarily has to be greater (i.e., the task has to
be easier) in order to compensate for the inefficiencies
of the suboptimal model (Petrov, 2009).

Summary of the results in this study

To anticipate, we found in our first experiment with
a between-subjects design that the two tasks gave rise to
consistent d0 estimates only for the weak signal case, at
the 48 angular difference. When the angular difference
increased to 88 and 128, the same–different d0 as
recovered using the optimal model became greater than
the 2AFC d0.

In a subsequent within-subject experiment (Experi-
ment 2), half of the participants performed the 2AFC
task first and the same–different task second. The other
half of the participants ran in the opposite order. The
first half of the data from all participants was consistent
with the data in Experiment 1. Interestingly, however,
after the participant switched immediately from the

first to the second task, the d0 estimate in the second
task was comparable with that in the first task,
indicating that the participant adopted a consistent
computation from the first to the second task. More
specifically, when the angular differences were 88 and
128, the participants whose first task was same–
different gave rise to a higher average d0 from both
tasks than those participants whose first task was
2AFC. When the angular difference was 48, the d0

estimates remained consistent within and between
subjects.

In Experiment 3, the within-subject Experiment 2
was repeated except that the temporal gap from the first
to the second task was increased from 5 min to 1 week.
The carryover effect from the first to the second task
was much reduced.

Experiment 1: Between-subjects
design

Methods

Stimuli and tasks

The stimuli and tasks were similar to those used by
Ball and Sekuler (1982, 1987), Huang, Lu, Tjan, Zhou,
and Liu (2007), Liu (1995, 1999), Liu and Weinshall
(2000), and Wang, Zhou, and Liu (2013). The dots were
darker than the background. Specifically, 400 dots were
randomly distributed within a circular aperture of 88
diameter (262 pixels). Each dot was 0.098 in size (a 333
pixel square), and the dots’ luminance was 0.0 cd/m2. A
central red fixation disk had a diameter of 0.58 (16
pixels) and a luminance of 5.6 cd/m2. The background
luminance was 22.0 cd/m2. In each stimulus, all dots
moved along a single direction with a speed of 108/s.
The duration of each stimulus was 500 ms, and the
interstimulus interval was 200 ms (Figure 1).

In the 2AFC task, the motion directions of the two
stimuli differed by either 48, 88, or 128 in a blocked
design. The participants fixated at the central red disk
and decided which of the two intervals had the more
clockwise direction. In the same–different task, the two
motion directions, when different, differed by 48, 88, or
128 in a blocked design. The participant decided
whether the two directions were the same or different.
Trial-wise feedback was provided by a computer beep
in both tasks.

Procedure

Six groups of randomly assigned participants took
part in this experiment. Groups 1, 2, and 3 participated
in the same–different task. Groups 4, 5, and 6
participated in the 2AFC task. The three groups in each
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task used 48, 88, and 128, respectively. All groups were
tested along the following 12 average directions: 08, 308,
608, . . . 3308. These 12 directions were run in a blocked
design, in 24 blocks. The first 12 blocks corresponded
to the 12 directions, randomly ordered. The second 12
blocks repeated the same sequence backward, for
counterbalancing. Each block had 32 trials. Hence,
each participant ran 768 trials in total that took less
than 1 hr to complete. Participants in all experiments in
the current study practiced 15–30 trials before their
data collection.

Participants

A total of 108 students from the University of
Science and Technology of China, Hefei, participated
in accordance with the Helsinki Declaration. They were
unaware of the purposes of the study and had normal
or corrected-to-normal visual acuity.

Apparatus

The stimuli were presented on a 17-in. Sony Multi-
scan G220 monitor. The monitor resolution was 10243
768 pixels, and the refresh rate was 100 Hz. The
participants viewed the stimuli binocularly from a chin
rest. The viewing distance was 60 cm. MATLAB
software (The Mathworks, Inc., Natick, MA) and
Psychophysics Toolbox (Brainard, 1997; Pelli, 1997)
were used.

Results and discussion

Figure 3 shows the averaged proportion correct, for
each of the 12 directions, each task, and each angular
difference. Although subsequent analyses will focus on
the discrimination sensitivity d0, it is nevertheless
informative to visualize the proportion-correct data,
whose calculation requires no assumptions. The 2AFC
proportion correct was greater than the same–different
one, consistent with Macmillan and Creelman’s (2005)
prediction, even though this proportion correct was the
actual and not the unbiased one.

Calculating d0 using the independent and differencing
rules

We now calculate the discrimination sensitivity d0 for
each of the two tasks (Figure 4), and using the optimal
independent model and the suboptimal differencing
model for the same–different task. If a participant’s hit
rate H or false-alarm rate F was 1 or 0, correction was
made by subtracting 1/2n from 1 or adding 1/2n to 0,
where n is the number of trials used to calculate this
particular rate. It turned out that 6% of the data needed

Figure 3. Average proportion correct for the same–different and

2AFC tasks, and for the 48, 88, and 128 angular differences,

respectively. Error bars are standard errors of the means.
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correction, which will be addressed later. From Z(H)
and Z(F), the same–different d0 could be calculated
using the independent model, which is the optimal
model that assumes that the two stimuli in a trial are
perceptually independent and separable (Macmillan &
Creelman, 2005). For the 2AFC task, the d0 calculation
was straightforward: d0 ¼ (Z(H)� Z(F))/

ffiffiffi
2
p

.
On these d0 scores, ANOVA was performed with the

following factors: 12 motion directions 3 2 tasks 3 3
angular differences. All effects except the three-way
interaction—F(22, 1122) ¼ 1.06, p ¼ 0.39—were
significant. Specifically, the main effect of angular
difference was significant, as expected, F(2, 102) ¼
121.19, p¼1.51310�27, with the mean d0 for 48, 88, and
128 at d0 ¼ 0.73, 1.72, and 2.38, respectively. The main
effect of motion direction was also significant, F(11,
1122)¼ 112.28, p¼ 3.54 3 10�172. This was also
expected, since discrimination along cardinal directions
(d0 ¼ 2.29) was better than along oblique directions (d0

¼ 1.27). Importantly, the main effect of task was
significant, F(1, 102) ¼ 18.41, p ¼ 0.00004. The same–
different d0 was greater than the 2AFC d0 by 26% (1.80
vs. 1.42). The interaction between task and angular
difference was also significant, F(2, 102) ¼ 3.68, p ¼
0.03. This interaction revealed that, while the d0 values
of the two tasks at the 48 directional difference were
comparable (d0 ¼ 0.75 vs. 0.71, 6% difference), their
difference became greater at larger angular differences
(88: d0 ¼ 1.98 vs. 1.47, 35% difference; 128: d0 ¼ 2.66 vs.
2.09, 27% difference; Figure 5).

A main assumption in calculating d0 of the same–
different task was that P(‘‘different’’j,S1S2.)¼
P(‘‘different’’j,S2S1.). In order to check whether this
assumption held, we compared these two measures
from all 54 participants. With all three angular
differences collapsed, t(53)¼ 0.78, p¼ 0.44. Given that
the 48 data already showed consistency, we also looked
at the 88 and 128 data separately. There, t(35)¼ 0.59, p

Figure 4. Discrimination sensitivity d0 for each of the two tasks,

and for the 48, 88, and 128 angular differences.

Figure 5. Recovered d0 values for the two tasks for each of the

three directional or angular differences.
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¼ 0.56, meaning that there was little asymmetry
between the two ‘‘different’’ responses (but see later the
more detailed analysis using the methods from Petrov,
2009).

We also wondered whether the task difference
occurred only for cardinal or oblique motion direc-
tions. To find out, we conducted another ANOVA with
2 motion directions (cardinal, oblique) 3 2 tasks 3 3
angular differences. All effects except the three-way
interaction—F(2, 102)¼ 1.62, p ¼ 0.20—were statisti-
cally significant, with the largest p ¼ 0.02, F(2, 102) ¼
4.17, for the two-way Task 3 Angular Difference
interaction. This means that the task difference
increased with the angular difference for cardinal and
oblique directions alike.

In order to verify the robustness of our results so far,
we performed two additional analyses. We first
replaced the independent model with the differencing
model (Macmillan & Creelman, 2005) when calculating
the same–different d0. The differencing model is
suboptimal with two fixed stimuli but optimal when the
average of the two stimuli changes from trial to trial in
a roving experiment (Dai, Versfeld, & Green, 1996). We
performed an ANOVA as we did for the independent-
model analysis, and found that the only difference from
the previous ANOVA was the three-way interaction.
Using the differencing model, this effect was significant:
F(22, 1122)¼ 1.63, p¼ 0.033, as compared to F(22,
1122)¼ 1.06, p¼ 0.39, in the independent model. The
main message that the task difference became sub-
stantial with larger angular differences, however,
remained robust. We should also mention that, using
the differencing model, the mean d0 was 2.21, which
was significantly greater than the 1.80 in the indepen-
dent model. This confirms that the optimal decision
rule gives rise to a smaller estimate of d0 than a
suboptimal rule.

The second additional analysis we performed was as
follows. Recall that we made corrections when the hit
and false-alarm rates were 1 or 0, in order to be able to
calculate the Z scores. Since the 2AFC accuracy was
greater than the same–different accuracy, this correc-
tion was expected to be more frequent for the 2AFC
task. In order to avoid the corrections that were
arbitrary and asymmetric between the two tasks, rather
than calculating for each of the 12 directions we
recalculated the hit and false-alarm rates for two
directions only: oblique and cardinal. This new
calculation turned out to be sufficient to avoid any
corrections. We then repeated the ANOVA with
motion direction, task, and angular difference as the
main factors. The results were qualitatively very similar
as before. Namely, all effects except one were
significant, with the largest significance being p¼ 0.001.
The exception was the Angular Difference 3 Task
interaction, F(2, 102)¼ 2.13, p ¼ 0.12. At 48, the d0

estimates were 2AFC d0 ¼ 0.63, same–different d0 ¼
0.97, t(34) ¼ 2.61, p ¼ 0.013. At 88 and 128, the d0

estimates were more different: 2AFC d0 ¼ 1.63, same–
different d0¼2.22, t(70)¼4.80, p¼0.000009. Therefore,
although the interaction effect was only marginal, we
maintain that the analysis was reasonably consistent
with the rest of the analyses.

Recall that Z(H) and Z(F) were calculated because
the bias-free proportion correct was needed in order to
calculate d0. Here, as an approximation, we used the
actual proportion correct to calculate d0 in order to
avoid the corrections whenH¼1 or F¼0. An ANOVA
was performed similarly as when we used the inde-
pendent model with 12 directions. Completely consis-
tent results were obtained. Namely, all effects except
the three-way interaction were significant. In particular,
the Task 3 Angular Difference interaction was
significant, F(2, 102) ¼ 3.10, p , 0.05.

Calculating d0 using suboptimal rules from Petrov (2009)

We applied the methods in Petrov (2009) and
categorized the participants’ potential suboptimal
strategies in the same–different task by checking
whether or not P(‘‘different’’j,S1S1.) ¼ P(‘‘differ-
ent’’j,S2S2.) and whether or not P(‘‘differ-
ent’’j,S1S2.) ¼ P(‘‘different’’j,S2S1.). Whenever
possible, we also calculated the corresponding d0

values.
We should point out from the outset that a d0

estimated from a suboptimal strategy is necessarily
greater than that from the optimal model, when the
same behavioral data are used. This is because a task has
to be easier (with a greater d0) in order to compensate for
the inefficient suboptimal strategy. Given that our main
result so far was that for larger angular differences, the
same–different d0 estimated from the optimal model was
greater already than the 2AFC d0, then the even greater
same–different d0 estimated from a suboptimal strategy
would not change the result. In the interest of space, we
skip the details but note that, for the 48 angular
difference, the same–different d0 values re-estimated
from the suboptimal strategies were still statistically
comparable to the 2AFC d0.

Experiment 2: Within-subjects
design with a 5-min gap between
tasks

Methods

In Experiment 1, 12 average directions around the
clock were used. The purpose was to obtain a result
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that was not direction specific. Using 12 directions,
however, makes the number of trials per direction
small, namely 64. In addition, although data collection
across the 12 directions was blocked, there was
uncertainty at transitions between blocks, because the
new block’s average direction was randomly different
and therefore unpredictable. Although this blocked
design was used for both tasks, the transition uncer-
tainty may not have been the same for the two tasks
because the same–different task might be less vulner-
able due to its participant-friendly nature. Another
potential issue is that, among the 12 directions total,
the four cardinal directions yielded nearly ceiling
performance for the 128 condition. This at times
created difficulties for calculating Z(H) and Z(F) such
that arbitrary correction was needed.

In this experiment, we used only two average
directions instead: 458 and 1358. A given participant
used one average direction for the same–different task
and the other direction for the 2AFC task. Hence,
whether clockwise would be left- or rightward would be
fixed and less confusing for this participant. In
addition, by using 6458 as the average or bisecting
orientations, the two stimulus directions (e.g., 418 and
498) would be symmetric about 458 or 1358. Therefore,
the assumption that these two directions were repre-
sented by two distributions of equal variance would be
reasonable.

Three groups of fresh participants, 20 in each group,
were similarly recruited as in Experiment 1. Partici-
pants did the same–different task along one average
direction and the 2AFC task along the other. The
direction–task pairings and the task sequence were

counterbalanced. These three groups used 48, 88, and
128 angular differences, respectively. The number of
trials per task was 360. A participant took a 5-min
break between tasks.

Results and discussion

Similarly as in Experiment 1, d0 was calculated where
the optimal independent model was used for the same–
different task. We first verified that there was no
significant difference between the proportion of
P(‘‘different’’j,S1S2.) and P(‘‘different’’j,S2S1.) re-
sponses for each of the three angular differences. The
smallest p value was p¼ 0.19, t(19) ¼ 1.37, for the 88
angular difference. This confirmed that the independent
model was applicable.

We then looked at the data from the first half of the
experiment, where half of the participants ran the
2AFC task and the other half the same–different task.
This was in effect a between-subjects comparison,
similar to Experiment 1. A two-way ANOVA was
performed with angular difference and task as the main
factors. The main effect of angular difference was
significant, F(2, 54) ¼ 55.40, p¼ 8.27 3 10�14, as
expected (48: d0¼ 0.46; 88: d0¼ 1.16; 128: d0¼ 2.19). The
main effect of task was also significant, F(1, 54)¼ 5.29,
p¼ 0.025. In fact, the d0 values (same–different: d0 ¼
1.42; 2AFC: d0 ¼ 1.11) were comparable to those in
Experiment 1 averaged along the eight oblique
directions (d0 ¼ 1.69 and 1.15). The interaction effect
was marginally significant, F(2, 54)¼ 3.12, p¼ 0.052.
That is to say, when the angular difference was 48, the
d0 values of the two tasks were comparable (same–
different: d0¼0.43; 2AFC: d0¼0.49). When the angular
differences were greater, the d0 differences between the
two tasks became larger (88: 1.28 and 1.04; 128: 2.56
and 1.81). These numbers were again consistent with
the d0 values along oblique directions in Experiment 1
(Figure 6).

We similarly analyzed the data from the second half
of the experiment. The main effect of angular difference
remained significant, as expected: F(2, 54)¼ 66.79, p¼
2.50 3 10�15. The main effect of task was marginally
significant, F(1, 54) ¼ 3.78, p ¼ 0.057. Interestingly,
however, the sign of the task difference was reversed
from the first half. That is, while in the first half the
same–different d0 (1.42) was greater than the 2AFC d0

(1.11), in the second half the two d0 values became 1.16
(same–different) and 1.41 (2AFC). Another way to
describe the results is that the participants who ran the
same–different task first and 2AFC second had d0

values of 1.42 and 1.41, whereas those participants in
the opposite task order had d0 values of 1.11 (2AFC)
and 1.16 (same–different). This indicates that, when
running the second task, the participants may have

Figure 6. Recovered d0 values for the first and second halves of

Experiment 2. The results from the first half were consistent

with those from Experiment 1: While the d0 values were

comparable between the two tasks at the 48 angular difference,

at 88 and 128 the same–different d0 values were greater than

the 2AFC d0 values.
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carried over their strategy from the first task, such that
the recovered d0 values of the two tasks were
comparable within subjects. It is also interesting to note
that this carryover effect from one task to the next was
also between directions that were 908 away. Due to this
carryover effect, the first participant group (task order:
same–different, 2AFC) had a greater overall d0 than the
second group when the two tasks were combined, t(38)
¼ 3.49, p ¼ 0.001 (Figure 7).

Given the analyses of the two separate halves, the
results from the following overall analysis using all the
data were then not surprising. The main factors of the
ANOVA were angular difference, task, and task order.
The main effect of angular difference was significant,
F(2, 108)¼ 121.20, p¼ 2.50 310�28, as expected. The
Task 3 Task Order interaction was significant, F(1,
108) ¼ 9.03, p ¼ 0.003. The three-way interaction was
also significant, F(2, 108) ¼ 3.83, p ¼ 0.025. All the
remaining effects were nonsignificant, with F values
smaller than 1.

The conditions with the 128 angular difference can
well illustrate these effects (Figure 7). When the 2AFC
task was second, its d0 was greater than when it was the
first task run by the other half of participants: d0¼ 2.44
versus 1.81, t(18) ¼ 2.49, p , 0.025. This enhanced
performance did not seem simply due to a sequential
learning effect, because a similar comparison for the
same–different task gave rise to the opposite effect.
That is, the same–different task as second gave rise to a
d0 smaller than as first: d0 ¼ 1.94 versus 2.56, t(18) ¼
2.36, p , 0.03. In order to take into consideration that

the same–different d0 depends on the underlying
decision rules (Petrov, 2009), we looked at the
accuracies of the same–different task that are un-
changed for all the assumed decision rules. We found
that the same–different task as first was 0.81 in
proportion correct, as compared to 0.72 as the second
task, t(18) ¼ 2.23, p , 0.05. This confirms that the
effects were not simply due to the sequential learning
effect. A similar comparison for the 2AFC task yielded
0.88 versus 0.94, t(18) ¼ 1.89, p¼ 0.07.

Given that the same–different performance, calcu-
lated either in d0 using the optimal model or in
proportion correct, was worse as the second task than
as the first task, we wondered whether there was any
difference in the decision rules used by the participants
who ran the same–different task as the second task
compared to the other half, who ran it as the first task.
We again used the methods of Petrov (2009) to
categorize the decision rules the participants used, and
found that the majority of the participants were in two
categories of suboptimal decision rules, for both task
orders (28/30 and 27/30). However, in terms of the
number of participants in each of these two categories,
there was hardly any difference between task order—
Category 1: 15 (same–different as Task 1) and 12
(same–different as Task 2); Category 2: 13 and 15.
Unfortunately, therefore, using the methods of Petrov
(2009) to narrow down the possible same–different
strategies used by the participants did not help answer
the question of what strategies participants might have
used in the same–different task after performing the
2AFC task compared to before the 2AFC task. It is
also an open question exactly how the first task
influenced the second task such that the second task’s d0

became comparable to the first’s.

Experiment 3: Repeating
Experiment 2 with a 1-week gap
between tasks

Results in Experiment 2 suggested that when the first
task was followed immediately by the second task in a
within-subject design, participants transferred their
discrimination to the second task. It would therefore
predict that, if the time gap between the two tasks were
lengthened, this transfer would be weakened such that
the d0 values for both tasks would depend less on the
task order. Experiment 3 tested this prediction. Given
that the d0 difference was biggest between the two task
orders for the 128 angular difference, we focused on this
angular difference in this experiment. This experiment
was otherwise identical to Experiment 2, with 24 fresh
participants similarly recruited.

Figure 7. Recovered d0 values in Experiment 2 with the two task

orders separately represented. For any particular participant,

the second task’s d0 was comparable to the first task’s d0. In

addition, while the d0 values were comparable at the 48

difference, for the 88 and 128 angular differences the

participants who did the same–different task first enjoyed an

overall greater d0 than those who did the 2AFC task first.
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Figure 8 shows the d0 values, which were calculated
identically as in Experiment 2, using the optimal model
for the same–different task. A two-way ANOVA with
task and task order as the main factors showed that
there was a significant main effect of task: 2AFC d0 ¼
1.91, same–different d0¼2.28, F(1, 22)¼7.75, p¼0.011.
The main effect of task order was not significant, F(1,
22)¼ 1.06, p¼ 0.32. The interaction was not significant
either, F(1, 22) ¼ 1.44, p ¼ 0.24.

The data nevertheless indicate a weak asymmetry of
task transfer. Namely, when the 2AFC task was
second, its d0 was numerically greater than when it was
first: d0 ¼ 2.13 vs. 1.70, t(22) ¼ 1.72, p ¼ 0.05 (one-
tailed). A similar comparison for the same–different
task did not reach significance. However, since this
difference was only marginally significant using a one-
tailed t test, and since the interaction was nonsignifi-
cant, the implication of the asymmetric transfer
requires further study.

In summary, when the temporal gap between the two
tasks was lengthened from 5 min to 1 week, the
carryover from the first to the second task was much
reduced.

General discussion and conclusions

In the literature, a number of studies on various
perceptual modalities have compared d0 values that
were computed from same–different and 2AFC or yes–
no tasks. In most of these studies, the same–different d0

differed from the yes–no or 2AFC d0 by only�14% to
3%, suggesting reasonable applicability of the standard

model of SDT (Chen & Macmillan, 1990; Creelman &
Macmillan, 1979; Hautus & Irwin, 1995; Macmillan,
Goldberg, & Braida, 1988). However, in an auditory
study, Creelman and Macmillan (1979) found that their
same–different d0 was 50% higher, where the underlying
model failed (see also Taylor, Forbes, & Creelman,
1983). In visual motion perception, the applicability of
the standard model of SDT has been little studied, as
far as we know.

At the same time, however, the same–different d0

might have been calculated incorrectly in some studies
of visual motion perception. For example, Ball and
Sekuler (1987) calculated their same–different d0 in
their pioneering study of motion-discrimination learn-
ing as follows: ‘‘Hit rates and false alarm rates for
identifying ‘different’ trials in each block were con-
verted by standard methods into d0, to provide a
measure of discrimination performance (Green and
Swets, 1966)’’ (p. 954). To our knowledge, nevertheless,
Green and Swets (1966) did not discuss the same–
different design or how to calculate d0 in that design.
According to R. Sekuler (personal communication,
February 2016), the d0 values for Ball and Sekuler
(1987) may have been calculated by defining d0¼Z(hit)
� Z(false-alarm), where hit¼ P(‘‘different’’j,S1S2. or
,S2S1.) and false-alarm ¼ P(‘‘different’’j,S1S1. or
,S2S2.). To be fair, in some of the studies by Liu (Liu,
1999; Liu & Weinshall, 2000), d0 was incorrectly
calculated as d0 ¼ Z(hit) � Z(false-alarm).

In the current study, we tested the standard model of
SDT by asking whether the same–different d0 was the
same as the 2AFC d0 when the underlying stimuli were
the same. We also tested our hypothesis with weak
signals (angular difference ¼ 48), when the standard
model was expected to work (Macmillan & Creelman,
2005), and with stronger signals (88 and 128), when it
was unknown whether the standard model would work
or not.

Our data suggest that the standard model for strong
signals did not work in motion discrimination. This is
because when the angular difference was 48, the same–
different and 2AFC tasks gave rise to comparable d0

estimates. However, when the angular differences were
88 and 128, the recovered d0 values from the same–
different task were greater than those from the 2AFC
task. Here the same–different d0 values were recovered
using the optimal decision rule. If suboptimal decision
rules were used instead, the recovered same–different d0

values were numerically even greater. Hence, the
discrepancy between the same–different d0 and the
2AFC d0 was even greater for 88 and 128 (for 48, the
consistency between the two tasks remained). That is to
say, for stronger signals, the standard model of SDT
could not apply no matter which decision rule, optimal
or otherwise, was used.

Figure 8. Left: d0 data from Experiment 3 (1-week gap), where

12 participants ran the same–different task first (Order 1) and

the remaining 12 participants ran the 2AFC task first (Order 2).

The same–different task gave rise to a higher d0 irrespective of

the task order. Right: For comparison, Experiment 2’s data with

a temporal gap of 5 min between tasks.
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One possibility for why the two tasks gave rise to
inconsistent d0 values with stronger signals is that the
same–different ROC in the Gaussian space could no
longer be approximated by a 458 straight line. This
possibility can be verified experimentally, using a rating
experiment in a same–different task. We will investigate
this possibility in the future.

However, even if the same–different ROC turns out
to be nonlinear, and the same–different d0 can no
longer be estimated as shown earlier in this article, the
participants still likely performed the two tasks with
different d0 values. This is because, as shown in
Experiment 2, the same d0 recovery method (the
optimal model) for the same–different task gave rise to
very different results for 88 and 128 depending on the
order of the two tasks. This means that the underlying
computations used in these two tasks were different
when they were not run one immediately after another.
When the two tasks were run one immediately after
another, carryover occurred such that the second task’s
d0 was comparable to the first task’s. This result is
intriguing, because it suggests that these comparable
within-subject d0 values may not be coincidental. It
further indicates that the same–different d0 as recovered
by the optimal model per Macmillan and Creelman
(2005) may be reasonably accurate, and that the same–
different ROC might not be severely nonlinear after all.
This is another motivation for us to carry out an
empirical study on the linearity of the same–different
ROC in the future.

As a result of this carryover effect, the task sequence
,same–different, 2AFC. gave rise to a higher
averaged d0 than the sequence ,2AFC, same–differ-
ent.. Recall that in the 2AFC task, the two motion
directions were symmetric about either 458 or 1358.
This means that the two probability distributions
corresponding to the two directions in the standard
SDT model were likely to be identical in shape and
differed only in their respective means. If one makes an
additional and reasonable assumption that both
distributions are Gaussians, then d0 is definable. This
means that the 2AFC task may have a definable d0 (and
not just d

0

FC) that is also straightforward to calculate.
Therefore, the 2AFC d0 values calculated in the current
study are likely to be reasonably accurate.

Let us assume that the 2AFC d0 values were indeed
accurate. Then—as shown in Experiment 2 for the 88
and 128 angular differences—when the 2AFC task was
run first, the average d0 was 1.42. However, when the
2AFC task was run after the same–different task, d0 ¼
1.91, probably because the preceding same–different
task gave rise to a d0 ¼ 1.92. This was a remarkable
result in that the 2AFC d0 increased by 35% when it
immediately followed the same–different task, as
compared to following no task at all. This suggests that
in the original 2AFC task, there was internal noise that

could be substantially reduced after only 360 trials of
the same–different task. This type of learning appears
different from the motion perceptual learning that
exhibits gradual improvement through days of training
(Epstein, 1967; Fahle & Poggio, 2002; Gibson, 1969;
Sagi, 2011; Sasaki, Nanez, & Watanabe, 2009). This
difference from traditional perceptual learning is
further illustrated when we look at the opposite task
order. When the same–different task followed the
2AFC task, the same–different d0 ¼ 1.57, which was
close to the preceding 2AFC task’s d0 ¼ 1.42. As a
second task, this same–different d0 ¼ 1.57 was lower
than when it was the first task, with d0 ¼ 1.92.

The pattern of results in Experiments 2 and 3
suggests that the two tasks used different strategies
when run separately or with larger angular differences
when run sequentially with a large time gap. Yet when
one task immediately followed the other, the strategy
appeared to be transferred such that the resultant d0

values were comparable.
Unfortunately, however, it remains unclear exactly

how the strategies in the same–different task differed
when it was the second task as compared to when it was
the first task. Likewise, it is unclear how exactly the
2AFC task was performed such that its d0 was
substantially greater as the second task than the first
task.

To summarize, the standard SDT model is expected
to work well with weak signals in basic psychophysical
tasks, including yes–no, forced-choice, and same–
different. Whether or not the model applies well to
stronger signals remains an empirical question. Our
study suggests that, in motion discrimination with
stronger signals, the standard SDT model yields
inconsistent results across tasks.

Keywords: motion, direction discrimination, forced-
choice, same–different, signal detection theory (SDT)
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