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Abstract: We point out and simulate the possible utility of anti-coherence in mo-

lecular electronics. In ballistic transfer through a molecule with a large loop that

fulfils a certain phase condition on the loop structure, the transfer would be anti-

coherent. By applying one or two control voltages to the molecule, that modify the

relative phase through the two parts of the loop, the transfer could be controlled,

just like in FET or in XOR gates. The simulations use the absorbing-potential

based flux-flux formulae with a Huckel Hamiltonian in a Landauer formulation, and

are numerically equivalent to a weighted time-dependent correlation function.

I. Introduction

The miniaturization of devices from silicon semiconductors toward single-molecules of-

fers the possibilities of new paradigms for molecular devices1-5. In particular, the minia-

turization offers the possibility of using quantum effects6,7.

In this article we explore the use of the most basic quantum effect, coherence, for compu-

tation. There have been some discussions of increased conductivity due to coherent

transfer in molecules in which the electron can pass through two routes8. However, the

opposite effect, anti-coherence, has generally been ignored in molecular devices.
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Figure 1: A schematics of a molecule with a loop which is capable of showing anti-coherent or coherent

transfer, depending on the work functions of the leads (determining whether the transfer in the loop is bal-

listic or tunneling-like), and the control voltages on either side of the loop. With one control, a non-linear

FET-like I-V curve results.

Anti-coherence is potentially very useful for small devices. For example, consider an

electron going through a ring where the phase on one side cancels the phase on the other

side (see Figure 1). Formally, and in the model calculations we show, the conductivity

becomes extremely small. The molecule is then in an “off” state. By changing the phase

through one of the rings, for example through voltage changes (as discussed below) the

anti-coherence disappears, and the conductivity reverts to a large value (“on”). Thus, the

ratio of conductivities between the “on” and “off” states would be quite large. This is to

be contrasted with coherent transfer along the same-molecule, in which the phases of the

electron going through the ring add up coherently. In that case, the conductivity in-

creases by a factor of only 4 (i.e., 22 ) over the non-coherent value, and remains within the

same order of magnitude. Notably, the same issues arise in optical communications

where Mach-Zender and ring-oscillator modulators are used.
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In a previous paper6, we have shown that, in model Huckel calculation, the anti-

coherence effects are marked. In this paper we further investigate these effects.

For one, we show how anti-coherence can be used to establish a simple “XOR” gate.

This gate is again made of a loop of unequal sides. Each side of the loop is now attached

to a voltage gate, which, in our simple model, changes the potential of one of the atoms in

the loop (an opposite one on each side of the loop). The XOR input signals are now the

gate voltages and the XOR output is the current carried through the device. When the

gate voltages are either both small or both large, corresponding to the input signals of 0-0

or 1-1, the current through the device is minute, i.e. the output value is 0. But when one

is large and the other is small, corresponding to 0-1 or 1-0 inputs, the current through the

device is large, yielding an output signal of value 1. Thus, the conductivity is an “XOR”

as a function of the gate voltages. We demonstrate that this effect is obtained computa-

tionally, and is robust with respect to small voltage changes. Consequently, if just one of

the parts of the loop is modified, then an FET transistor results – zero current when the

bias is low and a high current when it is high.

For understanding our results in simple terms, we derive a simple rule for predicting the

degree of anti-coherence in a molecule, in terms of the difference in loop-part length and

Fermi-momentum.

A separate issue is the computational scheme used for deriving the results. Here we use

absorbing potentials9,10 which are a very simple and robust approach to model the leads.

There are two sub-approaches with absorbing potentials5. The first is a flux-flux based

method11 which has an advantage of simplicity and is analogous to self-energy meth-

ods12,13. The second sub-approach using absorbing potentials would be the initial-value

time-dependent method14-16. The initial-value approach is computationally powerful for

these types of problems, since it scales linearly with the problem size. However, the

problem sizes we consider are so small (less than 100 sites) so the most straightforward

application of the flux-flux methods is sufficient.

The paper is specifically arranged as follows. We first discuss the loop system and its

Huckel simulation. The methodology is also presented. This is followed by a qualitative

discussion. We next discuss the computational results of the XOR, including contact ef-
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fects (i.e., showing lack of qualitative contact effects). The concluding section considers

methodological extensions and further effects that need to be simulated, including vibra-

tional, self-consistent treatments and even correlation. We also mention the extension of

this system, for example to a band-structure type as well as multiple-branches systems.

Figure 2: A schematic of the simulated system. The leads are coupled either weakly or strongly to the mo-

lecular wire. The two gate voltages Va and Vb are variable.

II. Theory

A. System and Hamiltonian

The system is depicted in Figure 1 and Figure 2. It has six parts. Two leads connected to

two wires, which bifurcate into two branches of the loop. In addition, there are the two

gates on each of the two branches. The system is modeled with a Huckel-Hamiltonian,

,

( ) .ij i j
i j

H a a+=∑H (1)

This 1-body Hamiltonian describes nearest-neighbor coupling iijH β= ( ij means that

sites i and j are nearest neighbors), where in the wire iβ alternates between two values17

Current

Va

Vb
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of β , –2.55eV and –2.85eV, to accommodate Peierls distortion along the wire. We also

study the behavior of the system as a function of the coupling β parameter between the

wire and the metal lead MWγ , which takes on two values, 2MW eVγ = for a strong cou-

pling and 0.1MW eVγ = for a weak coupling.

The diagonal part of the Hamiltonian is written as:

0 , ,ii i i a i a b i b iH Vv V V iε δ δ= + + + − Γ . (2)

Here, 0iε , is the site i energy, taken to be -6.6 eV17, corresponding to carbon-type sites

and metals with similar intrinsic work function to carbon. Also included: an external

voltage distribution iv , derived from the potential difference V between the metallic

leads; the gate voltages aV and bV , assumed to affect only one atom on each of the

branches of the loop (atoms a and b ). And finally, an absorbing potential, designed to

simulate the infiniteness of the leads.

At the leads, the site-dependent voltage distribution is a number between +0.5 (on the left

lead) and –0.5 (on the right lead). In this type of calculation, one must postulate the volt-

age distribution along the molecule. We have pursued two possibilities. One, where

0iv = within the wire, i.e., a molecule in which the voltage is nonzero only on the leads.

The second choice, is a voltage drop which is a linear ramp, i.e. varying iv between +0.5

and –0.5 linearly with the distance of atom i from the leads.

aV , bV , the gate voltages applied, respectively to each branch of the loop, are the input

controls of the XOR gate. Their combined input determines the current flow from one

lead to the other through the device. In this crude treatment we assume that these volt-

ages each operate on a single site, denoted by ,a b . We assume that the voltage gates are

isolated from the molecule, and current cannot flow through them, see Figure 1. In a

more realistic treatment, the effect of the gate voltage should extend over several sites,

but this fact is not expected to change the qualitative effects we show subsequently, since

the phase change would now increase to several sites. In practice, one approach for in-

cluding a controllable bias would be to change the distance of a charged electronically-

isolated group.
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The last item in the diagonal energy is the negative imaginary (absorbing) potential,

ii− Γ . This term allows arrangement decoupling, so that the scattering problem is con-

verted into a simple bound-state like problem, as shown in the equations below, without

invoking a self-energy term. The absorbing potential is robust: the results are insensitive

to its particular form or shape as long as it is sufficiently large as the ends of the leads (on

the order of the typical electron kinetic energies) and falls down smoothly to zero within

each lead towards the molecular wire. The absorbing potential should extend to a distance

equal to 1-2 wavelengths, which is particularly easy for the problem we are considering

since the relevant electron kinetic energy is the Fermi energy, so that the de-Broglie

wavelengths are quite small (λF ~ 4 CC bond lengths). The potential is a parabolic ab-

sorbing potential; for example, the absorbing potential on the left lead (denoted by “L”)

has the form

2

max 1L
j

j j j
j

 Γ = Γ − ≤ ∆  ∆ 
, (3)

and zero elsewhere, where we introduced the width of the absorbing potential (taken here

as 15j∆ = ), and its maximum, max 4eVΓ = here.

B. Methodology

From the Hamiltonian, we can compute the current through Landauer’s formula18,19:

( )2 ( )LR
eI f E N E dE
h

= ∆∫ , (4)

where ( )LRN E is the cumulative transmission probability (i.e. a summation on the

transmission probabilities of all states of energy E) and

( ) ( ) ( )L Rf E f E f E∆ = − , (5)

where we introduce the Fermi-Dirac function, e.g.,

( )
1( )

1 exp
R

R B

f E
E k Tµ

=  + −  
, (6)
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with 2R eVµ µ= − and similarly 2L eVµ µ= + , where V is the potential across the

molecule, µ is the chemical potential of the leads and T is the temperature,.

The cumulative transmission probability can be calculated from an expression by Seide-

man and Miller 11:

*( ) 4 ( )L RN E Tr G G= Γ Γ . (7)

where

( ) 1G E
E H

=
−

. (8)

Recall that H is an intrinsically complex matrix due to the absorbing potential. Note the

similarity and differences with the familiar self-energy formulation12,19,20 in which the

operators are energy-dependent. Here, Γ is an absorbing-potential, which is energy-

independent. Further, the absorbing potential is applicable regardless of the specifics of

the geometry of the channel. The absorbing potential does require modeling part of the

leads, but it is only a small part since the de-Broglie wavelength is not too large for elec-

trons near the Fermi energy. This trace formalism is very convenient, avoiding very de-

tailed calculations that one is forced to make using for example scattering wavefunctions

for every energy E21.

Another, potentially important property of the absorbing-potential framework is that it

can be recast rigorously in terms of a time-dependent correlation function with the result-

ing expression completely equivalent to Eqs. (4)-(7):

( ){ }2 0

8 ˆˆ ˆIm L R
eI tr t dt
π

∞
= ΦΓ Γ∫!

(9)

where the weight operator is:

( ) ( )
( )

ˆ

0
ˆ ˆ

R Li i
iHB

B

k T e eG E f E dE e d
sh k T

µ τ µ τ
τπ τ

π τ

∞ −−Φ = ∆ =∫ ∫
! !

!

! !
(10)

The weight in Eq. (10) could be evaluated from a short-time Chebyshev approach22. The

proof of Eqs. (9)-(10) is supplied in an upcoming paper.
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Application of this formalism is appealing because of its simplicity. All that is required

is the description of a relatively small part of the leads and the diagonalization of the

complex-symmetric Hamiltonian,

TH U Uε= , (11)

in terms of which

, ,*

16 Re n
L nm R mn

nm m n

eI
h ε ε

Φ= Γ Γ
−∑ , (12)

where

T
L LU UΓ = Γ , (13)

and

( )
n

n

f E dE
E ε
∆Φ =
−∫ . (14)

This formalism is sufficient for 1-body Hamiltonians which can be readily diagonalized,

i.e., with ~5000 basis functions. For larger size problems, or if coupling to other degrees

of freedom is desired, an alternate time-dependent approach in which the Hamiltonian is

not diagonalized but only propagated is possible, based either on Eqs. (9)-(10) or alter-

nately on the initial-value problem with absorbing potentials.

C. Qualitative Analysis

It is easy to predict, on a semiclassical level, the expected current in the cross linked mo-

lecular wire. As long as the transfer in the wire is ballistic, the electron would develop,

semiclassically, a phase of:

n kφ β= , (15)

upon going a distance of n-sites, where β is the typical nearest-neighbor coupling and

k is the momentum of the electron. Since we typically deal with low voltages, k should

be taken as the value, within the molecule, of the momentum near the Fermi-energy.

Anti-coherence results when the phase difference is an odd integer (“2m+1”) multiple

ofπ , i.e., when the path-difference between the two parts of the loop fulfils:
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(2 1)k n mβ δ π= + . (16)

For our specific simulation of a system in which the leads have the same work-function

as the molecule (same Fermi energy), and using the fact that this Fermi-energy is exactly

at the center of the spectrum ofH , and therefore the system is at half-filling, we get

2
k π

β
= , (17)

so the result is simply

(4 2) 2,6,10, .n m etcδ = + = (18)

A more compact derivation of this result is: at the Fermi momentum at half-filling, the

Huckel wavefunction changes sign every second site. Thus, for anti-coherence, the two

parts of the loop have to be different in length by two sites, or six sites, etc.
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Figure 3: Transmitivity ( ( )T E ) in the strong metal-molecule coupling, 2eVWMγ = for zero bias volt

ages, as a function of the voltage, and keeping one branch of the loop 12 bonds long, showing : (a) coherent

transfer in which the other side of the loop has 12, 8, and 4 bond (i.e., so the difference between the two

loops is 0,4,8nδ = bonds), and (b) Anti-coherent transfer for loops with 2,6,10nδ = . The labels in

the figures refer to δn.

This discussion is semiclassical, in that we assume that we can associate a propagating

phase and direction to the wavefunction. It is therefore not expected to be valid for very

small systems, where the branches are smaller than a wavelength. For example, for meta-

benzene, hooked to two sites, this discussion would predict an anti-coherence, but the
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system site is too small (below a wavelength) to trust such a prediction. However, for

larger systems the semiclassical consideration agrees with the Huckel prediction for the

Hamiltonian.

III. Results

Below we show results of using Eqs. (4)-(7) or Eqs. (9)-(10). This problem is one-

dimensional, so the cumulative probability ( )N E is the transmission ( )T E . The leads

and branches were chosen to be 20 and 12 bonds long, and one loop side was 12 bonds

long, while the second was varied from having 12 bonds (i.e., 0nδ = ) to having 2

bonds. Room temperature was used; it is sufficiently low that it would be essentially the

same as using zero temperature.
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Figure 4: The I V− relation for coherent (δn = 0, 4, 8) and anti-coherent (δn = 2, 6, 10) transfer through

the Huckel system, as a function of nδ . Strong coupling case, 2MW eVγ = .

Figure 3 shows the transmitivity ( ( )T E ) of the system, for zero bias voltage (Va = Vb = 0)

for several lengths of one branch of the loop. Note that the transmitivity is formally a
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functional of voltage distribution, as the Hamiltonian is (although in practice is usually

varies little with voltage in this type of treatments), and it is shown here for 0V = . The

computations of the I V− curves below do use the correct voltage-dependent transmi-

tivities. The results were obtained for a metal-wire coupling 2eVMWγ = . This is the

strong interaction regime, comparable to the lead-branch contacts within the loop.

The figure shows, that for differences δn = 0, 4, 8 i.e. 4m (where m is an integer) bond

lengths, and for differences of δn = 2, 6, 10, i.e. 4m+2 bond lengths anti-coherence re-

sults. At higher (and lower) energies ( )T E oscillates, rising for the anti-coherent sys-

tems. This is because the electron momentum k gets farther from the Fermi momentum,

so the anti-coherence along the two-branches is destroyed. Note that ( )T E stays flattest

for a loop of 2nδ = . Specifically, for k slightly removed from the Fermi momentum,

the phase-difference n kδφ δ β= ⋅ deviates from (2 1)m π+ increasingly with nδ .

Figure 4 shows the associated current-voltage relation. For the anti-coherent case, the

voltage is initially flat due to the vanishing of ( )T E at small voltages, and then rises

quickly. Again, the I V− curve stays lowest for 2nδ = .
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Figure 5: Transmitivity ( ( )T E ) for a Huckel system. Similar to Figure 3, but for a weak metal-molecule

coupling ( 0.1eVWMγ = ), and using a log-scale.

Figures 5-6 are similar to 3-4 but for a weak metal-molecule interaction, 0.1eVMWγ = .

The ( )T E curve is now on a logarithmic scale, since the weak coupling turns the mole-

cule into a resonator with well-spaced resonances where the interaction peaks. Still, the
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I V− curve in Figure 6 shows again that anti-coherence results if 0.1eVMWγ = , i.e., a

weak interaction. The anti-coherence results from the structure of the inner loop and is

not related to the contacts. In reality, this would be true as long as the contacts are suffi-

ciently far from the loop, i.e., the branches are sufficiently long.
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Figure 6: The I V− curves for coherent and anti-coherent transfer through the Huckel system. Weak

lead-wire coupling case, 0.1eVMWγ = .

Next we turn to the “XOR”-function. Here it refers to the current in the leads. An ideal

“XOR” gate in this case would be “OFF”, i.e., very small current, when the inputs in the

leads are both “OFF” (0 Volt) or both “ON” (1 Volt) and is “ON” (high current) other-

wise. In Figure 7 we show the effect on the I V− curve of applying voltages of 0 and 1

Volt in tandem. It is evident that the device shows a “XOR” behavior. Specifically, Ta-

ble I shows the currents at V = 0.6 Volt – it is shown to be two orders of magnitude

smaller in the “OFF” state than in the “ON” state.

Figure 8 examines the sensitivity of the “XOR” function to changes in the bias voltage bV

for fixed aV . The gate is seen to be insensitive to small changes in the voltages.

Finally, we have also verified that the “XOR”-function properties are completely perse-

vered in the case of weak coupling, as shown in Figure 9 and Table II.
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Figure 7: The effect on the I V− curve of applying bias voltages of 0 and 1Volt in tandem and separately.
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bV , fixing the other bias voltage and the voltage between the leads at 1Volt, 0.6VoltaV V= = .



14

0

0.0001

0.0002

0.0003

0.0004

0.0005

0 0.25 0.5 0.75 1 1.25 1.5 1.75 2

I
(e

/h
x

eV
)

V (Volt)

0-0
1-1

0-1

1-0

Figure 9: Similar to Figure 7, for weak-coupling, showing the preservation of the XOR-behavior then.

IV. Discussion

The results indicate that anti-coherence may be a very useful property of miniscule de-

vices. Many open issues and further investigations remain.

• The Huckel Hamiltonian is very simplistic. Extended Huckel is a better choice and

will be implemented in future simulations.

• Electron-interaction effects need to be included. The most important one here would

be Coulomb charge distribution, so future studies would include a self-consistent

treatment20.

• Qualitatively, we can pre-estimate the polarization effects. The electron-density on

either branch of the loop will be, without polarization, somewhat larger than the den-

sity on the right, “products” branch (since the electrons reach the end of the loop and

get reflected). Once polarization is included, the electrons within the molecules

would cause a slight charge migration within the molecule; however, for two similar

size sides of the loop (different, e.g., only by 2nδ = ) , the electron density would be

expected to change essentially symmetrically, thereby preserving the anti-coherence

effect.
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• Vibrational effects may destroy the anti-coherence if they are too strong, just like they

destroy coherence in quantum wires at high temperatures. The key is whether the

anti-symmetric vibrations couple strongly enough to the electronic motion. Thereby,

in practice molecules without strong coupling would be needed. Again, future studies

would be used to estimate the effect.

• Ballistic conductance was recently measured in nanotubes23. In a future study we will

discuss the effects outlined here in nanotube systems.

• Here we concentrated on a single simple loop. Multiple loop systems are the next

option. Consecutive loops, as depicted in Figure 9, would give an adjustable band-

structure. As a speculation, one can imagine placing the shorter part of the loops in a

specific chemical environment, and the longer part in another environment (for ex-

ample by placing such molecules in two-sided membranes) thereby controlling the

voltages on each side on each molecule simultaneously (and independent of the other

side).

• More complicated loops (Figure 10) would offer the possibility of multiple terminals

on the same compact molecule.

• Experimentally, other molecules with a loop structure may prove easier to work with.

The key would be to work with molecules which fulfill relation (16). This can be ac-

complished by ensuring that the loop size is sufficiently small (but non-zero) and pre-

cisely set (as in the example here, of 2nδ = ). Alternately, a larger spread in the

physical length-difference within the loop may be used if the Fermi-momentum is

lowered, as can be achieved by working with other types of leads.

• The key to anti-coherence is to have ballistic motion. If the transfer was by tunnel-

ing, then the electron wavefunction would not pick a phase and the result of the loop

would be a coherent (but tunneling, i.e., low intensity) transfer. This raises an inter-

esting possibility: by changing the leads work function, the same molecule can be in-

duced to alter its transfer from anti-coherent to coherent, or vice-versa. Even a com-

pletely symmetric loop, which would have coherent transfer naturally, can be induced
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to have an XOR behavior by adding a fixed voltage and then varying the bias volt-

ages.

• Similar coherent and anti-coherent effects would be observed also if the current is

replaced by an electron from photoexcitation. In fact, even clearer effects would be

seen since the electron could have high energy selectivity so there would be no Lan-

dauer’s integral.

• The control can also be exercised by changing acidity4 rather than a change in volt-

age.

In conclusion, our simulations indicate that molecules with loops may be induced to yield

a Young-experiment type behavior, when the condition in Eq. (19) is fulfilled. By chang-

ing the phase, logical gates such as “XOR” can be implemented. Since the current is a

sensitive function of the gate potentials, it should be possible to quickly turn it on or off,

thereby modulating the charge transport molecule. Thus, such molecules can act as fast

modulators or switches.
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Figure 10: Schematics of an anti-coherence-controlled band-gap system obtained by consecutively placing

several molecules containing loops. The voltages on the loop can be calibrated separately or the same volt-

age can be shared by each side of the loop.
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Tables:

Table I: The current for a fixed voltage ( 0.6VoltV = ) for several bias voltages, show-

ing an XOR-type behavior, for a strong wire-metal coupling.

aV (Volt) bV (Volt) 210 e eVI
h

− ⋅    

0 0 0.00

0 1 1.33

1 0 1.72

1 1 0.02

Table II: Similar to Table I, for a weak wire-metal coupling (and 0.8 VoltV = ).

aV (Volt) bV (Volt) 410 e eVI
h

− ⋅    

0 0 0.00

0 1 1.85

1 0 4.40

1 1 0.01
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